
The relationship between 
trust in AI and trustworthy 
machine learning 
technologies
EHSAN TOREINI, 
MHAIRI AITKEN, KOVILA COOPAMOOTOO, KAREN ELLIOTT, CARLOS GONZALEZ ZELAYA, AAD VAN MOORSEL

NEWCASTLE UNIVERSITY



Trust in Computer Science

u Several uses of Trust, e.g., ”accepted dependence[1]”, 
Trusted Platform (TPM), etc.

u The definition of trust in society is different.

u This paper:
u Computer Scientist’s perspective to the social science 

notion of trust and trustworthiness in machine learning.

[1] Avizienis, Algirdas, J-C. Laprie, Brian Randell, and Carl Landwehr. "Basic concepts and taxonomy of dependable and 
secure computing." IEEE transactions on dependable and secure computing 1, no. 1 (2004): 11-33.



The Concept of Trust

u Everyone has their own personal interpretation for 
Trust

u In case of machine learning
u cyber security experts: secure and privacy preserving
u activists: ethical 
u machine learning experts: accurate and efficient

u Different terminology for trust-related concepts:
u ethical vs. trustworthy machine learning
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Trustworthiness: In Reality

u two approaches in the technological 
requirements for a trustworthy machine 
learning system:
uPrincipled AI frameworks: high level approach

uTarget audience: usually policy makers, 
governments, industries

u Technological solutions: low level approach
uTarget audience: usually computer scientists, 

developers
Trustworthy Machine 

Learning

Frameworks

Technical Solutions



Technological Solutions

u Focused in computer science literature
u We introduce FEAS Technologies as categorisation of 

Trustworthy solutions:
u Fairness Technologies
u Explainability Technologies
u Auditability Technologies
u Safety Technologies

u We reviewed 32 frameworks against FEAS technologies:
u considerable difference in the granularity of the discussions



Trust Propagation: FEAS and ML pipeline 

u Chain of Trust: 
u Our proposed outlook for implementing FEAS 

technologies
u Trust propagates gradually in the machine 

learning pipeline
u A trust-enhancing solution function in the 

scope of a few stage.
u Two trust-focused sections:

u Data Related Trust Solutions
u Model Related Trust Solutions
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output, i.e. the machine learning model. In this function, � 2 �
denotes a set of values that is tuned for the optimal operation of f . �
is calculated based on a pre-de�ned loss function that measures the
similarity or dissimilarity between samples. The input of a model,
x , correspond to a set of features which is a vector of values that
represents to data, a.k.a. dataset. Finally, � represents the output
of the algorithm to ful�l the task that it meant to undergo, i.e.
supervised, unsupervised and reinforcement learning.

In supervised learning, the output � is meant to be an assign-
ment of the input x to a pre-de�ned label set. Supervised Learning
algorithms are mainly used in object recognition [54], machine
translation [83], �ltering spams [32], etc. For example, a fraud de-
tection classi�er would assign two labels (fraud or benign) to an
input feature which is derived from a transaction.

Unsupervised Learning methods are used when the input x and
output � are both unlabelled. In these methods, the task is to de-
termine a function f� that takes x as input and detects a hidden
pattern representation as output,�. The problems that unsupervised
learning tackles include grouped a dataset based on a similarity
metric (a.k.a clustering [48]), projecting data to a reduced dimen-
sion space (e.g. PCA methods [53]) and pre–training algorithms for
the other tasks (i.e. pre–processing methods) [36].

Reinforcement Learning [84] methods maps x to a set of policies
as �. In these techniques, f� determines an action, an observation
or a reward (�) that should be taken into account when situation x
is observed. Reinforcement learning techniques are concerned with
how an agent, suppose a rescue robot, should behave under certain
circumstances to maximise the chances of ful�lling a purpose.

3.2 Machine Learning Pipeline
Regardless of the task, the use of any machine learning algorithm
implies activities in various stages, called the pipeline. This is de-
picted in Figure 2 through the chain of circles. First, one collects
the data from a source and store the digital representation in a
database (‘Data Collection’ in Figure 2) . Then, such data undergoes
pre-processing methods to extract certain features, as x in the ma-
chine learning equation, labelled ‘Data Preparation’ and ‘Feature
Extraction’, respectively.

When x is ready to be processed for the supposed task, the
features are divided into at least two groups to attain two purposes.
The �rst group of features (‘Training’ in Figure 2) are used to tune
� to optimise the output (�) of the function f . The group of features
for this purpose is called the training data. The training process
can be o�ine or online, depending on how static the training data
is with respect to the life-cycle of a model. The online fashion deals
with dynamic training in which the model re-tunes � when new
training data arrives. In contrast, in o�ine mode, the training stage
only operates once on a static training dataset.

The second group of features is used for the purpose of verify-
ing the generalisation of the f� parameters when the model faces
an unknown parameters when new training data appears in the
process (‘Testing’ in Figure 2). Veri�cation is done by assessing
the e�ciency of the performance through some chosen metric. For
example, in classi�cation, a typical accuracy metric is the propor-
tion of the test data that has been mapped to their original label
correctly by f� . The features and data used at the testing stage are
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Figure 2: Various stages in the machine learning pipeline,
motivating the notion of a Chain of Trust.

called test data. When the model passes the veri�cation stage with
a su�ciently good performance, then they are applied in the wild.
This stage is known as ‘Inference’, in which the trained model is
deployed to face unseen data. In this context, � is �xed and � is
computed for f� (x) when x is unknown (i.e. not contained in either
test and training datasets).

In a real–world context, a machine learning system is designed
and implemented for a certain use case. Let us consider face recog-
nition as an example of how the pipeline functions. The recognition
system is based on a machine learning algorithm, f� (x), that dis-
tinguishes facial properties and maps them on a pre–de�ned set
of authorised people. This is the supervised learning task. Before
the deployment of the system, a large number of facial samples is
collected, selected and prepared for the system. For instance, images
with corrupt or blurred faces may be removed or the lightening
of the images is re-balanced. This is done in the data collection
and data preparation stages of the machine learning pipeline. The
input to the algorithm, x , is a set of features derived from the facial
image samples using image processing techniques. This is the fea-
ture extraction stage. Then, the algorithm is trained (optimising � )
with a set of pre–labelled facial images from the sample collection,
the training set. After that, in the testing stage, the trained algo-
rithm is tested with another unknown set of facial image samples
verifying the accuracy of its recognition. Finally, in the inference
stage, the trained and tested system is deployed in a real-life setting,
categorising images of ‘new’ faces captured in real–time.

In what follows we group some of the stages in the machine
learning pipeline. The �rst group of stages concerns data-centric as-
pects, involving data collection methods, pre-processing techniques
and extraction of useful features for the analysis. The second group
of stages is model-centric, the stages in Figure 2 that deal with
the tuning the model to the best performance (‘Training’ stage),
evaluating the trained model for con�rmation of the desirable per-
formance (‘Testing’ stage) and deployment of the model for the
real-world application (‘Inference’ stage).



Benefits of Considering Chain of Trust

u Stages impact on each other
u Algorithm iterates through the 

stages during its lifecycle
u Technology decisions in all 

stages impact others.
u Opportunity to respond to 

accidents, sudden breakdowns 
of trust or failures effectively
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output, i.e. the machine learning model. In this function, � 2 �
denotes a set of values that is tuned for the optimal operation of f . �
is calculated based on a pre-de�ned loss function that measures the
similarity or dissimilarity between samples. The input of a model,
x , correspond to a set of features which is a vector of values that
represents to data, a.k.a. dataset. Finally, � represents the output
of the algorithm to ful�l the task that it meant to undergo, i.e.
supervised, unsupervised and reinforcement learning.

In supervised learning, the output � is meant to be an assign-
ment of the input x to a pre-de�ned label set. Supervised Learning
algorithms are mainly used in object recognition [54], machine
translation [83], �ltering spams [32], etc. For example, a fraud de-
tection classi�er would assign two labels (fraud or benign) to an
input feature which is derived from a transaction.

Unsupervised Learning methods are used when the input x and
output � are both unlabelled. In these methods, the task is to de-
termine a function f� that takes x as input and detects a hidden
pattern representation as output,�. The problems that unsupervised
learning tackles include grouped a dataset based on a similarity
metric (a.k.a clustering [48]), projecting data to a reduced dimen-
sion space (e.g. PCA methods [53]) and pre–training algorithms for
the other tasks (i.e. pre–processing methods) [36].

Reinforcement Learning [84] methods maps x to a set of policies
as �. In these techniques, f� determines an action, an observation
or a reward (�) that should be taken into account when situation x
is observed. Reinforcement learning techniques are concerned with
how an agent, suppose a rescue robot, should behave under certain
circumstances to maximise the chances of ful�lling a purpose.

3.2 Machine Learning Pipeline
Regardless of the task, the use of any machine learning algorithm
implies activities in various stages, called the pipeline. This is de-
picted in Figure 2 through the chain of circles. First, one collects
the data from a source and store the digital representation in a
database (‘Data Collection’ in Figure 2) . Then, such data undergoes
pre-processing methods to extract certain features, as x in the ma-
chine learning equation, labelled ‘Data Preparation’ and ‘Feature
Extraction’, respectively.

When x is ready to be processed for the supposed task, the
features are divided into at least two groups to attain two purposes.
The �rst group of features (‘Training’ in Figure 2) are used to tune
� to optimise the output (�) of the function f . The group of features
for this purpose is called the training data. The training process
can be o�ine or online, depending on how static the training data
is with respect to the life-cycle of a model. The online fashion deals
with dynamic training in which the model re-tunes � when new
training data arrives. In contrast, in o�ine mode, the training stage
only operates once on a static training dataset.

The second group of features is used for the purpose of verify-
ing the generalisation of the f� parameters when the model faces
an unknown parameters when new training data appears in the
process (‘Testing’ in Figure 2). Veri�cation is done by assessing
the e�ciency of the performance through some chosen metric. For
example, in classi�cation, a typical accuracy metric is the propor-
tion of the test data that has been mapped to their original label
correctly by f� . The features and data used at the testing stage are
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Figure 2: Various stages in the machine learning pipeline,
motivating the notion of a Chain of Trust.

called test data. When the model passes the veri�cation stage with
a su�ciently good performance, then they are applied in the wild.
This stage is known as ‘Inference’, in which the trained model is
deployed to face unseen data. In this context, � is �xed and � is
computed for f� (x) when x is unknown (i.e. not contained in either
test and training datasets).

In a real–world context, a machine learning system is designed
and implemented for a certain use case. Let us consider face recog-
nition as an example of how the pipeline functions. The recognition
system is based on a machine learning algorithm, f� (x), that dis-
tinguishes facial properties and maps them on a pre–de�ned set
of authorised people. This is the supervised learning task. Before
the deployment of the system, a large number of facial samples is
collected, selected and prepared for the system. For instance, images
with corrupt or blurred faces may be removed or the lightening
of the images is re-balanced. This is done in the data collection
and data preparation stages of the machine learning pipeline. The
input to the algorithm, x , is a set of features derived from the facial
image samples using image processing techniques. This is the fea-
ture extraction stage. Then, the algorithm is trained (optimising � )
with a set of pre–labelled facial images from the sample collection,
the training set. After that, in the testing stage, the trained algo-
rithm is tested with another unknown set of facial image samples
verifying the accuracy of its recognition. Finally, in the inference
stage, the trained and tested system is deployed in a real-life setting,
categorising images of ‘new’ faces captured in real–time.

In what follows we group some of the stages in the machine
learning pipeline. The �rst group of stages concerns data-centric as-
pects, involving data collection methods, pre-processing techniques
and extraction of useful features for the analysis. The second group
of stages is model-centric, the stages in Figure 2 that deal with
the tuning the model to the best performance (‘Training’ stage),
evaluating the trained model for con�rmation of the desirable per-
formance (‘Testing’ stage) and deployment of the model for the
real-world application (‘Inference’ stage).



Takeaways

u Trustworthy ML technologies have been subject to 
various interpretations, e.g., >20 definitions of fairness.

u The trustworthiness technologies do not fully reflect the 
qualities set by the principled AI frameworks.

u Trustworthiness technologies in different stages of the ML 
pipeline impact one another: Chain of Trust

u Deeper understanding of how trustworthy ML 
technologies affect people + societal trust is still needed


